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ABSTRACT 

Human action recognition, integral to areas like surveillance, robotics, and human-computer interaction, 

is a challenging endeavor. This paper presents an in-depth literature review of the application of deep 

learning technology in human behavior recognition. We aim to shed light on the potential of employing 

deep neural networks, notably Convolutional Neural Networks (CNNs), Recurrent Neural Networks 

(RNNs), and Long-Short-Term Memories (LSTMs), to capture intricate spatiotemporal patterns inherent 

to human actions. An exposition on traditional methods of human action recognition is provided, 

underscoring their constraints in dealing with variability, complexity, and imperfect data. Grounded on 

this foundation, the paper discusses how deep learning models might circumvent these challenges. 

Through comparative analysis with existing methods, we highlight potential advantages of deep learning 

models in recognition accuracy, computational efficiency, and resilience to data variations. The essence 

of this review is not only to elucidate the capabilities of deep learning techniques in human action analysis 

but also to offer insights beneficial for researchers and professionals aiming to design precise and efficient 

human action recognition frameworks. The central contribution of this work lies in its synthesis of current 

methodologies, emphasizing the promise and potential of deep learning in advancing the field. 
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INTRODUCTION 

Human action recognition has emerged as a critical research area in recent years due to its wide-ranging 

applications in fields such as sports analysis (Lai et al., 2022; Meng et al., 2020; Qiu et al., 2022), 

healthcare monitoring (Fridriksdottir & Bonomi, 2020; Lin et al., 2022; Paul et al., 2021), robotics (Gong 

et al., 2022; Luo et al., 2022; Moon & Seo, 2022), security (Arabi et al., 2022; Nyamasvisva & Arabi, 

2022.)  and video surveillance (Elharrouss et al., 2021; Khan et al., 2020; Majid et al., 2022; Nasir et al., 

2022). The ability to recognize and understand human action patterns is essential for enabling 

advancements in these applications accurately and efficiently. Traditional approaches to human action 

recognition, including rule-based systems (Diao et al., 2022; Yang et al., 2021), template matching (Afza 

et al., 2021; Shahzad & Jalal, 2021), Hidden Markov Models (HMMs) (Elangovan, 2021; Ghadi et al., 

2022), and Dynamic Time Warping (DTW) (Ram et al., 2023; Trelinski & Kwolek, 2021), frequently 

rely on hand-crafted features and constrained classification algorithms, which may not correctly reflect 

the complexity and variety of human action. However, with the advent of deep learning techniques, such 

as CNNs (Du & Mukaidani, 2022; Slade et al., 2022), RNNs (Loh et al., 2022; Zhang et al., 2022) and 

LSTM (li & Cao, 2023; X. Shen & Ding, 2022), significant progress has been made in the field of 

computer vision, leading to remarkable improvements in various tasks, including image recognition, 

object detection, and natural language processing. 

The goal of this research is to overcome the drawbacks of conventional methods and create 

systems that are more reliable and accurate by utilizing the power of deep learning to improve human 
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action recognition algorithms. It is anticipated that by taking advantage of deep learning models' capacity 

to automatically learn discriminative features from raw data, these models will be able to capture complex 

action patterns, adapt to varying environmental conditions, and provide accurate recognition results even 

in the presence of noise or erroneous action data. The study subject, research motivation, problem 

statement, and conclusion are all introduced in this chapter. 

 

 

RESEARCH MOTIVATION   

 

The motivation for doing this research derives from the growing requirement for powerful and accurate 

human action recognition systems across multiple domains. Traditional approaches frequently rely on 

hand-crafted features and rule-based algorithms, which cannot capture the intricate intricacies and 

nuances of human activity (Sharma et al., 2022; X. Wang et al., 2023). As a result, the performance and 

applicability of these approaches in real-world circumstances is limited (Islam et al., 2022). Deep learning 

approaches have shown improved skills in dealing with complicated data representations and learning 

hierarchical features, making them well-suited for applications like as picture identification and natural 

language processing (Gaafar et al., 2022). By applying deep learning to human action recognition, there 

is the potential to revolutionize the field by achieving significant improvements in accuracy, efficiency, 

and adaptability. 

Furthermore, the introduction of low-cost, high-quality action capture equipment, such as inertial 

sensors, depth cameras, and wearable devices, has supplied researchers with a wealth of data to study 

human behavior. Deep learning algorithms applied to these datasets have the potential to extract 

meaningful representations and patterns, leading to improved understanding and recognition of human 

action (C. Shen et al., 2022). Deep learning algorithms are becoming more popular and feasible as 

processing power and large-scale computer resources improve (Lauriola et al., 2022).  

 

 

STATEMENT OF THE PROBLEM  

 

The problem addressed by this research is the urgent need to develop advanced methods using deep 

learning techniques to overcome the limitations of traditional human action recognition systems. These 

systems often struggle to accurately and efficiently recognize and classify complex human behavior 

patterns in real-time under various environmental conditions (Arshad et al., 2022; Najeh et al., 2022; 

Yalçinkaya et al., 2023).  

Traditional methods, such as template matching, have limitations in handling the inherent 

variability and complexity of human action (Saleem et al., 2023). Template matching relies on predefined 

templates for each action, which makes it difficult to handle variations in appearance, viewpoint, and 

timing (Pham et al., 2022). Moreover, template matching is sensitive to noise and occlusions, resulting in 

reduced accuracy and robustness (Solorzano & Tsai, 2023). 
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Figure 1: Object detection based on Template matching through use of best-so-far ABC (Banharnsakun 

& Tanathong, 2014) 

 

Hidden Markov Models (HMMs) assume conditional independence between observations given 

the hidden states, which cannot hold for complex human actions (Lorek et al., 2022; Rojas-Salazar, 2022). 

They struggle to capture long-term dependencies and can be sensitive to noisy or incomplete data 

(Ahrends & Vidaurre, 2023). Additionally, acquiring labeled training data for HMMs can be a time-

consuming and costly process (Şengönül et al., 2023). 

 

Figure 2: A fusion of a deep neural network and a hidden Markov model to recognize the multiclass 

abnormal behavior of elderly people (L. Wang et al., 2022) 

Dynamic Time Warping (DTW) requires a predefined template sequence and is less effective for 

recognizing novel or complex actions (Singh et al., 2021). It is computationally expensive, particularly 

with large datasets or long sequences (Sedmidubsky et al., 2021). Furthermore, DTW does not capture 

the underlying structure or semantics of actions, limiting its ability to provide meaningful insights into 

the action patterns (Cortiñas-Lorenzo & Lacey, 2023). 

Recurrent Neural Networks (RNNs) have difficulty accurately capturing long-term 

dependencies due to the vanishing gradient problem (Giovanni et al., 2023). To generalize effectively, 

they require a substantial quantity of labelled training data, which can be laborious and costly to acquire 

(Shahabi et al., 2022). RNNs are sensitive to noisy and incomplete data, as well as viewpoint and 

illumination variations (Deotale et al., 2022). Given these limitations, it is imperative to develop more 

effective and efficient systems for recognizing human actions. Deep learning techniques, such as CNNs 
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(Bilal et al., 2022; Javed et al., 2022; Lu et al., 2022; Uchiyama et al., 2023) and LSTM networks (Bansal 

& Chandra, 2022; Domingo et al., 2022; Sahoo et al., 2022; Stein et al., 2022), have shown promising 

results in various domains and can potentially address the challenges faced by traditional methods. 

 

Figure 3: Ambient intelligence-based multimodal human action recognition for autonomous systems 

(Jain et al., 2023) 

Researchers can capture meaningful representations of human action patterns by utilizing CNNs, 

which are designed to extract spatial features from images or video frames (Sun et al., 2022). This allows 

the system to effectively manage variations in appearance and perspective. In addition, CNNs can acquire 

features automatically from data, reducing the need for predefined templates (Tang et al., 2022). On the 

other hand, LSTM networks are explicitly designed to model temporal dependencies and long-term 

dependencies in sequential data (Al-Selwi et al., 2023). By integrating LSTM networks into human action 

recognition systems, the temporal dynamics of human actions can be precisely captured (Zhong et al., 

2022). LSTMs can effectively manage noisy and incomplete data, making them suitable for real-world 

scenarios where these challenges are prevalent (Choudhury & Soni, 2023). 
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Figure 4: AFE-CNN: 3D Skeleton-based Action Recognition with Action Feature Enhancement (Guan 

et al., 2022) 

Significant quantities of labelled training data are still required to train deep learning models. 

Recent advancements in data augmentation techniques, such as generative adversarial networks (GANs) 

(Qu et al., 2022), have made it possible to generate synthetic training data, thereby reducing reliance on 

large-scale manually labelled datasets. In addition, transfer learning and domain adaptation methods can 

be used to leverage pre-trained models on massive action datasets. This method permits the transfer of 

knowledge from related tasks or domains, allowing for more efficient training and improved 

generalization (Huang et al., 2022). 

 

Table 1: SWOT Analysis of existing deep learning-based methodologies 

 Algorithm Strengths Weaknesses Opportunities Threats 
1 Hidden Markov 

Models 

Assume conditional 

independence between 
observations given the 

hidden states 

Can not hold for 

complex human 
actions 

HMMs can model 

sequential data by 
capturing the 

underlying states and 

transitions between 
them. In the context of 

action recognition, 

HMMs can represent 

actions as sequences of 

states, allowing for the 
recognition of different 

action stages or sub-

actions. 

HMMs rely on the 

availability of labeled 
training data, which is 

labor-intensive and 

challenging to obtain 
for some action 

classes, and the 

computational 

complexity of training 

and inference is high 

2 Dynamic Time 
Warping 

It can lie in its 
flexibility to handle 

sequences of different 

lengths and speeds, its 
robustness to noise and 

variations within 

sequences, and its 
ability to perform 

nonlinear alignment, 

capturing complex 
temporal relationships. 

It rely on a predefined 
template sequence, 

limited effectiveness in 

recognizing novel or 
complex actions, 

computational expense 

with large datasets or 
long sequences, and 

inability to capture the 

underlying structure or 
semantics of actions. 

It allows for the 
comparison of actions 

with varying speeds or 

durations, making it 
suitable for 

recognizing actions 

with flexible timing. 

DTW requires pairwise 
comparisons between 

sequences, resulting in 

high computational 
cost, especially for 

large datasets 
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3 Recurrent Neural 

Networks 

Can model a collection 

of records (i.e. time 
collection) so that each 

pattern can be assumed 

to be dependent on 
previous ones 

Suffer from the 

vanishing gradient 
problem, where 

gradients diminish 

exponentially over 
time, limiting their 

ability to capture long-

term dependencies 
accurately. 

RNNs can assign 

labels to individual 
frames or segments, 

allowing for detailed 

analysis of specific 
parts or sub-actions. 

By leveraging transfer 

learning and 
combining with other 

architectures, RNNs 

can learn from large 
datasets and fine-tune 

on specific human 

action recognition 
tasks, leading to 

improved 

performance. 

RNNs in human action 

recognition face 
certain threats. They 

can struggle when the 

input data is noisy or 
incomplete, which can 

negatively impact their 

performance. 
Variations in factors 

like viewpoint or 

lighting conditions can 
introduce noise or 

distort the sequential 

patterns that RNNs 
rely on. 

4 Convolutional Neural 
Networks 

Can automatically 
learn features from 

data, reducing the 

reliance on predefined 
templates 

CNNs can be sensitive 
to variations in 

viewpoint and lighting 

conditions, which 
affect their ability to 

generalize well across 

different action 
scenarios. 

Can learn hierarchical 
representations of 

actions, enabling to 

recognize complex 
patterns and 

distinguish between 

different action 
categories 

CNNs  struggle with 
recognizing actions 

that involve fine-

grained movements or 
subtle variations, as 

they primarily focus on 

capturing spatial 
features rather than 

temporal dynamics. 

5 Long Short-Term 
Memory 

Specifically designed 
to model temporal 

dependencies and 

long-term 
dependencies in 

sequential data 

More complicated than 
traditional RNNs and 

require more training 

data in order to learn 
effectively. They are 

not well-suited for 

online learning tasks, 
such as prediction or 

classification tasks 

where the input data is 
not a sequence.  

LSTMs can be slow to 

train on large datasets 

LSTMs can effectively 
handle noisy and 

incomplete data, 

making them suitable 
for real-world 

scenarios where such 

challenges are 
prevalent. 

LSTMs struggle with 
Gradients decrease 

exponentially over 

time, hindering the 
ability to accurately 

capture long-term 

dependencies 

 

As shown in Table 1, in the domain of human action recognition, while traditional algorithms such as 

HMM and DTW have demonstrated proficiency in certain areas, they face limitations when handling 

large-scale data, intricate actions, and varied environmental conditions. On the other hand, deep learning 

approaches, specifically RNNs, CNNs, and LSTMs, have showcased their superiority in the field of 

human action recognition. 

Firstly, compared to HMMs and DTWs, RNNs and LSTMs are especially adept at processing 

extended time sequences and capturing long-term dependencies. LSTMs, in particular, were designed to 

address the vanishing gradient problem associated with RNNs. Additionally, CNNs excel at automatically 

learning features from data, reducing the reliance on predefined templates and offering a stark contrast to 

the constraints of DTW. 

While deep learning algorithms have their set of challenges, such as sensitivity to data and 

training demands on extensive datasets, they bring unparalleled flexibility and accuracy to action 

recognition. Notably, as demonstrated by LSTMs, deep learning offers robust advantages when dealing 

with noisy or incomplete data. 
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THE PROPOSAL 

 

In order to address variability, complexity, and chaotic or incomplete data in human action recognition, 

CNN or LSTM network structures are recommended. Utilizing CNNs or LSTMs requires a multistep 

process. The initial stage involves data preprocessing, which includes tasks such as resizing frames, 

normalizing pixel values, and dealing with missing or noisy data. Utilizing convolutional and pooling 

layers, which facilitate the acquisition of hierarchical representations, a CNN is then employed to extract 

spatial features from individual frames. Additionally, LSTM or other recurrent layers are incorporated to 

capture temporal dependencies and effectively model the dynamics inherent in action sequences.  

The fusion of spatial and temporal information is achieved by establishing connections between 

the output of the CNN and the LSTM layers. During the training phase, the dataset is partitioned, and a 

suitable loss function is optimized through the use of an optimization algorithm, while applying 

regularization techniques like dropout or L2 regularization to mitigate overfitting. Augmenting the 

training data with diverse transformations is imperative to enhance the dataset's variability and 

adaptability, and when labeled data is limited, transfer learning techniques can be employed. Lastly, the 

model's performance is evaluated on an independent test set, employing appropriate metrics for 

assessment. The attainment of optimal performance necessitates a diligent process of experimentation and 

fine-tuning to cater to the specific characteristics of the dataset and the requirements of the task. 

 

 

CONCLUSION 

 

The development of advanced methodologies that leverage deep learning techniques, such as CNNs and 

LSTMs, can address the limitations of traditional human action recognition systems by improving 

accuracy, enabling automation, facilitating multimodal integration, and contributing to future 

technological advancements. These techniques offer the potential for more accurate, robust, and adaptable 

solutions for recognizing and classifying complex human action patterns and under various environmental 

conditions such as less light exposure, device noise, camera aperture. By overcoming the challenges of 

noisy and incomplete data, variations in viewpoint, and long-term dependencies, these methodologies 

pave the way for significant advancements in human action recognition research and applications. This 

paper therefore seeks to design an algorithm based on deep learning to improve the accuracy for human 

action recognition. 

Successful research will aid in various fields and applications. In the field of surveillance and 

security, accurate human action recognition can improve the detection and classification of suspicious or 

abnormal behaviors, enhancing public safety and security. In healthcare and rehabilitation, it can assist in 

monitoring patients' physical activities, evaluating their functional abilities, and designing personalized 

therapy programs. Moreover, in sports and performance analysis, human action recognition enables the 

assessment of athletes' technique and form, providing insights for training optimization. Additionally, in 

the realm of human-computer interaction, advancements in action recognition can enhance gesture-based 

interfaces, enabling more intuitive and natural interactions between humans and computers. Furthermore, 

it can contribute to the development of robotics, enabling robots to understand and imitate human actions, 

enhancing their capabilities in various domains. Overall, successful research in human action recognition 

holds significant potential to benefit these areas and drive technological advancements. 
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